Machine Learning Lecture Note

This lecture note is based on the CS229 lecture materials from Standford University.



Lecture 7 Bias/Variance, Regularization, Train

Bias : expected error created by using a model

Variance : amount that predicted values would change in a different training dataset.
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General form in logistic regression
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Train
Data sets: S= {S,4in» Sieor Srest)
1) Train each model (option for the degree of polynomial) on S, ..
Get some hypothesis #;
2) Measure the error on S,,,.
Pick a model with the lowest error on S,,,.
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3) Evaluate an algorithm on S,,.

Take training set
- historical perspective: 70% train, 30% test; 60% train, 20% dev, 20% test
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- modern perspective
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H&& £QIC} (e.g., 90% train, 5% dev, 5% test)

Small data set
m = 100 examples (70 test, 30 dev)

k-fold cross validation:

S={(z49'), -, (&%)} k=5 for illustration; k=10 is typical
divide the data set to 5 subset. so there are 20 examples in each subset.
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For d=1, .., 5 (degree of polynomial) { <- k=5 QI Of&|0|A CtST} 20| 3T == QUCH
Fori =1, .,k
Train (fit parameters) on k-1 pieces
Test on the remaining 1 piece
Average

Feature selection
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(example) 5 features: z, ., x5

Start with F=¢ step 1: [¢] F={)
Repeat: step 2! [¢+z,| F= {x,}
1) Try adding each feature i/ to F, and ¢:+x2
see which single feature addition most 7¢J'rx5
improves the dev set performance. step 3: [z, + x| F= {xz»x4}
2) Add that feature to F Zy+ g
_x2'+ L5




